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Abstract: 
In the talk I will review the development of methods for automating dictionary production from corpus data. 
I will start with a brief overview of the "historical" corpus revolutions (as identified e.g. by Rundell, 2008) and their 
implications on the lexicographic process, with the main part of the talk focusing on the most recent change leading 
to a lexicographic workflow called « Post-editing lexicography". 
I will discuss in detail to what extent this is a revolution or evolution, how individual parts of the lexicographic 
workflow are affected and what are the main implications on the lexicographic business process. 
Finally, I will review these changes in the light of the availability of large language models and general AI 
development.
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